
Design Validation: Measurement to Science - Light Relics
Systematic studies: beam effects

Daniel Grin (Haverford)/Francis-Yan Cyr-Racine (UNM) 
Maps to Power Spectra Working Group 

+ T. Crawford, A. Crites, N. Goeckner-Wald, D. Green, J. Meyers, S. Raghunathan, C. Reichardt… 
+ useful conversations with R. B. Partridge

CMB-S4 Spring Collaboration Meeting - March 11th, 2021 

building on past efforts by Calabrese, van Engelen Green, Meyers 5/2017 +Green, Crawford, Hasselfield, van Engelen 8/2017 



2

You shouldn’t beam at the history of this topic …
Corresponding Effect on the PS

• Original data, 
as published
in Nature, 
with 
published 
random and 
systematic 
errors
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Corrected data : the 2nd peak is not evident yet

• After the 
correction, there is
a hint of a 2nd 
peak, but it is not
statistically
significant.

• the data (from a 
single bolometer) 
are still not 
sensitive enough.

Boomerang and the second acoustic peak ….

Telescope pointing jitter and change in effective beam by 2’!

P. de Bernardis et al. Nature 404, 955–959 (2000), presentation slides from P. de Bernardis
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Beams and neutrino science
✴ B(eam)asics Beam deconvolved power spectra = C` +

N`

B2
`

208 Science Forecasting
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Figure 75. Impact of changes to the noise level, beam size, and sky fraction on forecasted 1� constraints
on N

e↵

with Y
p

fixed by BBN consistency. Changes to f
sky

are taken here at fixed map depth. The forecasts
shown in this figure have less detailed modeling of atmospheric e↵ects and foreground cleaning than those
shown elsewhere. The results should therefore be taken as a guide to how various experimental design choices
impact the constraining power for light relics, but the specific values of the constraints should be taken to
be accurate only at the level of about 10%.

an additional “elevation penalty” which tells the scheduler to favor high elevation observations over low
elevation observations. We refer to the strategy without the elevation penalty as the “nominal schedule.”

We ran the scheduler on the full sky and subsequently masked pixels inside the galaxy from the resulting hit
maps. This strategy was chosen to avoid undesirable boundary e↵ects, since adjusting the tile priority based
on galaxy overlap made the final hit distribution around the masked area very uneven. The even-coverage
approach led to slightly lower overall observing time but higher e↵ective sky fraction.

Hits were binned into separate maps based on boresight elevation, to facilitate subsequent processing with
elevation-dependent noise models.

A.2.2 Atmospheric modeling and depth maps

The elevation-binned hit maps were converted to full survey depth maps in each frequency band as follows.
For each elevation bin, an elevation-dependent noise model was used to convert observing time per unit
area to map depth in units of [µK-arcmin]�2. The per-elevation depth maps were then summed to produce
a single depth map, in units of [µK-arcmin]�2, for each frequency and each choice of minimum elevation.
Intra-tube correlations were captured by binning into cross-frequency depth maps (e.g., 90⇥150 GHz). This
computation is done for the white noise level and at ` = 1000, 2000, 3000 to capture the impact of 1/f noise.

The noise model in T includes white noise and atmospheric 1/f components. The parameters describing
the 1/f noise are based on low-` TT spectra measured with ACTPol at 90, 145, and 225GHz. These power
spectra are measured from maps (and thus are expressed in [µK-arcmin]2), but are referenced to ACTPol

CMB-S4 Science Case, Reference Design, and Project Plan

✴ Mean beam (e.g. DSR S4 forecast)

✓FWHM from arXiv:1907.04473

✴ Standard model                                                           — fraction from decoupling details, e. g. 1606.06986Ne↵ = 3.045
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ACT/SPT-3G beams
10

FIG. 6. One-dimensional multipole-space representation
of the measured instrument beam, B`, with uncertainties
indicated by the shaded regions. The data are normalized
to unity at ` = 800.

F. Absolute Calibration

1. Subfield calibration

As this work references separate HII regions for
calibrating di↵erent halves of the survey field, we
calculate and apply a temperature calibration factor for
each subfield individually before coadding observations
from the four subfields into a single map. To set the
individual temperature calibrations, we compute cross-
spectra between our subfield temperature maps and the
Planck PR3 maps4 of the nearest frequency channel,
using 100GHz, 143GHz, and 217GHz for our 95GHz,
150GHz, and 220GHz bands, respectively.

The Planck maps are mock-observed with TOD
filtering identical to the real data, though with larger
masked regions around point sources to account for the
larger Planck beam. An apodization mask with larger
point source cut-outs is applied to both the mock-Planck
and SPT maps, and the corresponding mode-coupling
matrix Mps

`,`

0 is used. We compute the Planck -only
and SPT-only power spectra using cross-spectra between
half-depth maps from the respective experiments, and we
compute the cross-spectra between the two experiments
using full-depth maps. We divide out the binned mode-
mixing matrix to account for the cut sky and source
masking, and compute the binned ratio of the power
spectra

✏
b

=
P
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The average of this ratio over 400  `  1500 is
used to set the relative temperature calibration between
subfields. All subfield calibration factors are within . 7%
of unity, consistent with the expected accuracy of the
calibration procedure described in §III B.
We establish uncertainties on the above ratio by com-

bining a single ⇤CDM sky realization with FFP10 noise
simulations for Planck and sign-flip noise realizations for
SPT, generated by coadding real SPT-3G data maps
with random signs. We compute several similar ratios
using other combinations of Planck and SPT data to
form the cross-spectra as a data systematics and pipeline
consistency check. We find agreement to . 1% in
the ratios across di↵erent data spectra inputs over the
multipole range considered. The beam measured in this
manner also serves as cross-check of our low-` beams;
while the results are consistent with the position-space
measurement, they are less sensitive as a result of the
Planck beam size and map noise, and are therefore not
used to constrain the shape of the beam response.

2. Full-field calibration

We determine the final calibration of the SPT-3G
temperature and E-mode maps by comparing the mea-
sured SPT-3G TT and EE power spectra to the full-sky,
foreground-corrected Planck power spectra. Note that
while the map calibration described above is expected
to be accurate at the percent level, that procedure
does not address the absolute amplitude of the Q and
U polarization maps. This motivates the EE power
spectrum comparison. While not strictly necessary, we
also adjust the temperature calibration to be based on
the power spectrum comparison for symmetry.
We calculate calibration factors for each frequency

band for the temperature (e.g., T 95GHz
cal ) and E-mode

(e.g., E 95GHz
cal ) maps. The cross-spectra calibration fac-

tors are then TE / (TcalEcal) and EE / (EcalEcal). The
calibration factors are constructed based on comparing
the Planck combined CMB-only power spectra to the
SPT-3G 95⇥95, 150⇥150, and 220⇥220 bandpowers over
the angular multipole range 300  `  1500 using the
Planck bin-width of �` = 30. We apply the SPT-3G
bandpower window functions to the unbinned Planck
spectra for this comparison. For temperature, we also
account for foreground contamination by subtracting
from the SPT-3G bandpowers the best-fit foreground
model from [3] with additional radio galaxy power from
the di↵erent point source mask threshold calculated
according to the model in [52]. The foreground
corrections are negligible for the EE spectra. We account
for the uncertainties on the bandpower measurements
in this comparison using the covariance described in
§IVH as well as the uncertainties on the Planck spectra.
We also include the correlated uncertainties in the
calibration factors due to the overall Planck absolute
calibration uncertainty (taken to be 0.25% at the map

✴  SPT Beams calibrated using brightest QSOs and dedicated planetary obs. Dutcher et al. 2021, arxiv: 
2101.01684, techniques of Schaffer et al. 2011, Story et al. 2013, Crites et al. 2015 

✴ Beam error driven by residual atmospheric noise in planetary flux, fitting noise, CMB fluctuations, + others… 
✴ FWHM of ~1.0’ at 150 Ghz (~target for S4-LATS), ~1% uncertainty

✴ Roughly a Central Gaussian with ~         sidelobe1/✓3

Dutcher et al. 2021 (2018 data)
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Fig. 2.— Window functions for the mean instantaneous beam of each array and band in each season. The window functions used for
interpretation of the survey maps are slightly modified to account for residual pointing variance in the observations contributing to each
map. The window function errors shown in the bottom panel are strongly correlated between multipoles.

be found in Madhavacheril et al. (2019) in the context
of component separation. We release both the mean in-
stantaneous and map-e↵ective (i.e., corrected) beam ra-
dial profiles and transforms as part of the current set of
data products.

3.8. Polarized Beam Leakage and Sidelobes

We detect the presence of temperature-to-polarization
(T-to-P) leakage in both the core of the main beam as
well as its sidelobes. Although relatively small in mag-
nitude, the leakage is significant enough that we must
account for it at various steps in the analysis pipeline.
For the main beam, we use the same set of Uranus ob-
servations from §3.7 to measure a polarization response
in both Q and U Stokes parameters for each detector ar-
ray and observing season. Since we do not expect Uranus
to be polarized across our observing bands,6 we interpret
these responses as leakages.
In order to extract the `-space T -to-P leakage func-

tions, we first convert each set of polarization maps to
{Q

r

, U
r

} (the third defined basis in Ludwig 1973) via lo-
cal map-space linear combinations of Q and U . The new
basis has the convenient property that its azimuthally
averaged radial profiles have a direct correspondence to

6 Measurements of Uranus at visible and near-infrared wave-
lengths have shown evidence of radial polarization patterns in the
limbs, but a disk-integrated polarization of less than 0.05% (Schmid
et al. 2006); while no equivalent data exists to our knowledge, the
relevant scattering e↵ects in the planetary atmosphere are expected
to be much weaker at millimeter wavelengths, resulting in net po-
larization levels substantially lower than this bound.

the E and B harmonic transforms. In the flat-sky ap-
proximation, this takes the form of a second-order Hankel
transform:

{E(`), B(`)} = �2⇡

Z
{Q

r

(✓), U
r

(✓)}J2(`✓) ✓ d✓. (10)

Since Q and U are formed by taking linear combinations
of the individual detector beams within an array, we use
the same framework to model radial profiles in Q

r

and
U
r

as we do in temperature. This permits, with the
exception of Eq. (10), the use of identical pipelines for
processing the core beam response in both temperature
and polarization. The resulting leakages and their asso-
ciated covariances are then incorporated in the overall
power spectrum analysis as described in C20.
In L17 we described polarized sidelobes of the main

beam in the PA1 and PA2 arrays. The sidelobes, al-
though weak in amplitude, were strong enough to cause
noticeable T-to-P leakage (predominantly with E-mode
structure). Although L17 did not include any data from
PA3 detector array, we commented there that polarized
sidelobes were not detected in PA3. However, with a
more careful analysis using additional observations of
Saturn, we confirm the presence of weak polarized side-
lobes in the 150GHz detectors of PA3. These sidelobes
are observed to be approximately one tenth as strong as
the ones in PA1 and PA2. Maps of the sidelobes are
shown in Fig. 3, along with the temperature to polariza-
tion leakage function.
For the present work, we apply the same sidelobe mit-

igation technique as was applied in L17, for all 150GHz

from Choi et al. 2020, 2007.07289, Aiola et al. 2020, 2007.07288
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Beam uncertainty as a nuisance parameter

✴ Beam parameters can be treated as other parameters for Fisher forecasting purposes

�B` =
X

i

aif
i
`

✴ Beam expanded in terms of eigen-modes of beam covariance:

6 Hasselfield, Moodley, et al.

where Fn
ℓ are the Fourier transforms of fn(θ), truncated

above θA, and wℓ is the Fourier transform of the extrap-
olated wing, from θA to infinity.
The resulting beam transforms are shown in Figure 3.

While the beams for the 2008 season are shown, the beam
features are not substantially different between seasons.
The figure shows the separate contributions of the core
and wing to the beam transform. The wing contributes
significantly only at low ℓ (i.e., below 1000 at 148GHz,
and below 2000 at 218GHz and 277GHz).
While this is very similar to the procedure described in

Hincks et al. (2010), in this work we include covariance
between radial profile data points, and between the radial
profile and the wing fit parameter. This results in a
natural propagation of beam errors on all spatial scales
into the fitted beam transform and its ℓ-space covariance
matrix. Our treatment of beam errors is discussed in the
next section.

3.3. Beam and Calibration Covariance

Using the covariance matrix of the fit coefficients ob-
tained in Section 3.1, we also obtain the covariance in ℓ
space:

Σℓℓ′ ≡ ⟨δBℓδBℓ′⟩

=
∑

n,n′

Fn
ℓ F

n′

ℓ′

〈
δanδan

′

〉
+ ⟨δwℓδwℓ′⟩

+
∑

n

Fn
ℓ ⟨δanδwℓ′⟩+

∑

n

⟨δwℓδa
n⟩Fn

ℓ′ . (7)

This covariance includes contributions from the wing fit
error and the correlation between the wing fit error and
the coefficients an.
This covariance matrix is an ℓ-space representation of

the covariant features in the radial profiles that con-
tribute to the Bℓ. However, because the calibration of
the CMB survey maps is established at a particular an-
gular scale, we must recast the beam covariance into an
appropriate form. This is effectively the same procedure
applied in Page et al. (2003).
The absolute calibration of the ACT maps at 148GHz

is obtained by cross-correlation of the 2008 Southern
and 2010 Equatorial maps with the WMAP 7-year maps
(Jarosik et al. 2011) at 94 GHz of the same sky region,
over angular scales with 300 < ℓ < 1100 (Hajian et al.
2011; Das et al. 2013). This leads to an absolute cali-
bration of the ACT maps centered near ℓ = 700. The
2009 season Equatorial maps at 148GHz are then cali-
brated, over 500 < ℓ < 2500, to the 2010 season Equa-
torial maps. The subsequent calibration of the 218GHz
maps to the 148GHz maps is performed in the signal-
dominated regime with 1000 < ℓ < 3000. The 277GHz
maps have not yet been calibrated to WMAP. For each
season and array, we factor out the beam amplitude at
effective calibration scale ℓ = L, where L = 700 for
the 148GHz array, and L = 1500 for the 218GHz and
277GHz arrays.
For a celestial temperature signal described by multi-

pole moments Tℓ,m, we measure a map Mℓ,m in detector
power units, which is related to T by

Mℓ,m = GℓTℓ,m, (8)

whereGℓ ≡ G0Bℓ is the product of the beam (normalized

such that Bℓ=0 = 1) and a global calibration factor G0
that converts CMB temperature to map units (i.e., to
detector power units).
Our calibration to WMAP is a comparison of M and

T at ℓ = L and is thus a measurement of GL that is
independent of our beam uncertainty. This leads us to
recast Equation (8) as

Mℓ,m = GLbℓTℓ,m, (9)

where

bℓ ≡
Bℓ

BL
. (10)

Since the errors in bℓ and GL are not correlated, the un-
certainty in Gℓ is described by a covariance matrix Γℓℓ′

that is the sum of a calibration error from the measure-
ment of GL, and a term due to correlated error in the
bℓ:

Γℓℓ′ = bℓbℓ′(δGL)
2 +

G2
L

B2
L

[Σℓℓ′ − bℓΣLℓ′

− ΣℓLbℓ′ + bℓbℓ′ΣLL] . (11)

The term in square brackets is the normalized beam co-
variance that accompanies ACT data releases. The di-
agonal beam error (i.e., the square root of the diagonal
entries of the normalized beam covariance) is shown for
each season and array in Figure 3. At high ℓ, the error
in the effective season beam is dominated by an empiri-
cal map-based correction, which is not included here (see
Section 3.5).
While the fitted beam and covariance are an accurate

description of the binned radial beam profile, they must
be corrected for a number of systematic effects prior to
being used to interpret ACT maps.

3.4. Correction for Systematics

The beams computed in the preceding section are cor-
rected for a number of systematic effects that would oth-
erwise bias the resulting transforms relative to the true
telescope beam. These are briefly described below.

3.4.1. Mapping Transfer Function

Because our map-making procedure includes time do-
main high-pass filtering, we might expect poor reproduc-
tion of large spatial scales. We study the mapping trans-
fer function by injecting a simulated signal into telescope
time stream data and comparing the output map to the
input map in Fourier space. The transfer function devi-
ates significantly from unity only on angular scales larger
than 20′. The wing fit is performed at somewhat smaller
radii than this, and we have confirmed that the wing
fit and extrapolation reproduces the input signal, on all
scales, to 0.1%.
A very small (≈0.1%) correction due to the 3.5′′ pix-

elization of the planet maps is applied by dividing the
beam transform by the azimuthal average of the analytic
pixel window function.

3.4.2. Radial Binning of Planet Maps

The binning of the planet map pixel data into annuli
has a slight impact on the inferred beam transform. This
is quantified by evaluating the harmonic transform of

~✓ =
�
⌦ch

2,⌦bh
2, As, ns, N⌫ , ⌧, H0

 
!

�
⌦ch

2,⌦bh
2, As, ns, N⌫ , ⌧, H0, [a1, ..., an]

 
✴ Fisher analysis with beam uncertainty folded in — 

F use
↵� = F↵� +

�↵�
�2
i=↵

Forecasts done with modified Fisher module from DRAFT tool, S. Raghunathan 
https://github.com/sriniraghunathan/cmbs4_fisher_forecasting

✴ Explore SPT/ACTPol type beams, with better uncertainties

https://github.com/sriniraghunathan/cmbs4_fisher_forecasting
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Seasonal/detector/field driven beam variations
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✴ Beam data products from https://
lambda.gsfc.nasa.gov/product/act/
actpol_prod_table.cfm

ACT — 2008-2018 data, 2020 papers
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Ongoing efforts have noticeably different eigenmodes: 
(3G vs. ACTPol)

✴ Preliminary beams provided for analysis 
by SPT-3G collaboration

✴ Eigenmode Plot by N. G-Wald, F. Cyr-Racine
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Seasonal/detector/field driven beam variations- effect on Neff 
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✴ Normalization chosen so that {�i = 1} 8i ! reproduces fiducial experimental error

plots here by D.G. and F. C-R.
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Hypothetical S4 with 3G/ACTPol-`like’ beams

plots here by D.G. and F. C-R.
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Spectra of point-source beam calibrators

✴  Beams used are from point sources (AGN, synchrotron), signal of interest is thermal 
✴  Diffraction freq. dep. variation in beams: ✓FWHM / 1/⌫

Spectral index

from Ade et al. 2013, A&A V571, 2014

Planck Collaboration: Planck early results. XV.
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✴ Next step - fold into cosmological parameter sensitivity forecasting

11

Impact of non-thermal point-source beam calibrators: 
Preliminary results
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Take-aways and next steps…

✴ Moderate (factor of 3-10) improvement in beam calibration needed to meet hot relic science goals

✴ More realistic follow-up: Use DRAFT tool to run full sky cut, secondary, point source, parameter 
forecasts, “observe” with different beams used sampling from existing eigenmodes with varying 
prior

✴ Explore additional effects - Non-thermal source calibration, Jitter-convolved beams, temperature-
polarization leakage
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Other science targets (inflation, primordial power spectrum)

1.2 Primordial gravitational waves and inflation 15

BK15/Planck+BAO 
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Figure 8. Forecast of CMB-S4 constraints in the n
s

–r plane for a fiducial model with r = 0. Also shown
are the current best constraints from a combination of the BICEP2/Keck Array experiments and Planck
[5]. The Starobinsky model and Higgs inflation are shown as small and large orange filled circles. The lines
show the classes of model that naturally explain the observed value of n

s

. The corresponding potentials all
either polynomially or exponentially approach a plateau. The scale in field space over which the potential
approaches the plateau is referred to as the “characteristic scale” (see Ref. [3] for more details). We show
di↵erent values, M = M

P

/2, M = M
P

, M = 2M
P

, and M = 5M
P

. Longer dashes correspond to larger
values of the scale M . The Planck scale plays an important role because the gravitational scale and the
characteristic scale share a common origin. The number of e-folds N⇤ chosen for the figure corresponds to
nearly instantaneous reheating, which leads to the smallest values for r for a given model. Other reheating
scenarios predict larger values of r and are easier to detect or exclude.

Fig. 7, and the entire class of models is shown in Fig. 8. The second class consists of models in which the
potential V (�) approaches a plateau, either polynomially or exponentially. The potential for models in this
class has a characteristic scale over which the potential varies [3].2 The sensitivity of CMB-S4 is chosen to
exclude all models in this class with a characteristic scale that exceeds the Planck scale. The Planck scale
constitutes an important threshold because the scale of gravitational interactions and the characteristic
scale may share a common origin and be linked to each other, such as in the Starobinsky model [7], in Higgs
inflation [8], or more general models involving non-minimally coupled scalar fields. As a consequence, even
in the absence of a detection CMB-S4 would significantly advance our understanding of inflation, and would
dramatically a↵ect how we think about the theory. The classes of model that naturally predict the observed
value of ns, together with current constraints and constraints expected for CMB-S4, are shown in Fig. 8.

1.2.2 Primordial density perturbations

CMB-S4 can also seek to characterize the primordial Universe by searching for well-motivated signatures in
the scalar fluctuations, in the primordial power spectrum, and non-Gaussianities.

2This characteristic scale was introduced in Ref. [3] and should not be confused with the field range or the energy scale of
inflation. For a discussion see Refs. [3] and [20].

CMB-S4 Science Case, Reference Design, and Project Plan

✴ More generally ….

arXiv:1907.04473 
plots here by D.G. and F. C-R.
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SPT-3G beam calibration 10

FIG. 6. One-dimensional multipole-space representation
of the measured instrument beam, B`, with uncertainties
indicated by the shaded regions. The data are normalized
to unity at ` = 800.

F. Absolute Calibration

1. Subfield calibration

As this work references separate HII regions for
calibrating di↵erent halves of the survey field, we
calculate and apply a temperature calibration factor for
each subfield individually before coadding observations
from the four subfields into a single map. To set the
individual temperature calibrations, we compute cross-
spectra between our subfield temperature maps and the
Planck PR3 maps4 of the nearest frequency channel,
using 100GHz, 143GHz, and 217GHz for our 95GHz,
150GHz, and 220GHz bands, respectively.

The Planck maps are mock-observed with TOD
filtering identical to the real data, though with larger
masked regions around point sources to account for the
larger Planck beam. An apodization mask with larger
point source cut-outs is applied to both the mock-Planck
and SPT maps, and the corresponding mode-coupling
matrix Mps

`,`

0 is used. We compute the Planck -only
and SPT-only power spectra using cross-spectra between
half-depth maps from the respective experiments, and we
compute the cross-spectra between the two experiments
using full-depth maps. We divide out the binned mode-
mixing matrix to account for the cut sky and source
masking, and compute the binned ratio of the power
spectra

✏
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4
https://pla.esac.esa.int/

The average of this ratio over 400  `  1500 is
used to set the relative temperature calibration between
subfields. All subfield calibration factors are within . 7%
of unity, consistent with the expected accuracy of the
calibration procedure described in §III B.
We establish uncertainties on the above ratio by com-

bining a single ⇤CDM sky realization with FFP10 noise
simulations for Planck and sign-flip noise realizations for
SPT, generated by coadding real SPT-3G data maps
with random signs. We compute several similar ratios
using other combinations of Planck and SPT data to
form the cross-spectra as a data systematics and pipeline
consistency check. We find agreement to . 1% in
the ratios across di↵erent data spectra inputs over the
multipole range considered. The beam measured in this
manner also serves as cross-check of our low-` beams;
while the results are consistent with the position-space
measurement, they are less sensitive as a result of the
Planck beam size and map noise, and are therefore not
used to constrain the shape of the beam response.

2. Full-field calibration

We determine the final calibration of the SPT-3G
temperature and E-mode maps by comparing the mea-
sured SPT-3G TT and EE power spectra to the full-sky,
foreground-corrected Planck power spectra. Note that
while the map calibration described above is expected
to be accurate at the percent level, that procedure
does not address the absolute amplitude of the Q and
U polarization maps. This motivates the EE power
spectrum comparison. While not strictly necessary, we
also adjust the temperature calibration to be based on
the power spectrum comparison for symmetry.
We calculate calibration factors for each frequency

band for the temperature (e.g., T 95GHz
cal ) and E-mode

(e.g., E 95GHz
cal ) maps. The cross-spectra calibration fac-

tors are then TE / (TcalEcal) and EE / (EcalEcal). The
calibration factors are constructed based on comparing
the Planck combined CMB-only power spectra to the
SPT-3G 95⇥95, 150⇥150, and 220⇥220 bandpowers over
the angular multipole range 300  `  1500 using the
Planck bin-width of �` = 30. We apply the SPT-3G
bandpower window functions to the unbinned Planck
spectra for this comparison. For temperature, we also
account for foreground contamination by subtracting
from the SPT-3G bandpowers the best-fit foreground
model from [3] with additional radio galaxy power from
the di↵erent point source mask threshold calculated
according to the model in [52]. The foreground
corrections are negligible for the EE spectra. We account
for the uncertainties on the bandpower measurements
in this comparison using the covariance described in
§IVH as well as the uncertainties on the Planck spectra.
We also include the correlated uncertainties in the
calibration factors due to the overall Planck absolute
calibration uncertainty (taken to be 0.25% at the map

✴  Beams calibrated using brightest QSOs in the 1500 deg2 
field and five dedicated Mars observations (2018), 
convolved with pointing jitter. Dutcher et al. 2021, arxiv: 
2101.01684, applying stitching technique of Schaffer et 
al. 2011, Story et al. 2013, Crites et al. 2015 

✴ Beam error driven by residual atmospheric noise in 
planetary flux, fitting noise, CMB fluctuations, + others… 

✴ FWHM of 1.0’ at 90 Ghz, 1.4’ at 150 Ghz, 1.2’ at 220 GhZ 
(~target for S4-LATS), 1.5% uncertainty

✴ Roughly a Central Gaussian with ~         sidelobe1/✓3

✴ Dutcher et al. 2021 (2019 data)
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Beams and neutrino science
208 Science Forecasting
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Figure 75. Impact of changes to the noise level, beam size, and sky fraction on forecasted 1� constraints
on N

e↵

with Y
p

fixed by BBN consistency. Changes to f
sky

are taken here at fixed map depth. The forecasts
shown in this figure have less detailed modeling of atmospheric e↵ects and foreground cleaning than those
shown elsewhere. The results should therefore be taken as a guide to how various experimental design choices
impact the constraining power for light relics, but the specific values of the constraints should be taken to
be accurate only at the level of about 10%.

an additional “elevation penalty” which tells the scheduler to favor high elevation observations over low
elevation observations. We refer to the strategy without the elevation penalty as the “nominal schedule.”

We ran the scheduler on the full sky and subsequently masked pixels inside the galaxy from the resulting hit
maps. This strategy was chosen to avoid undesirable boundary e↵ects, since adjusting the tile priority based
on galaxy overlap made the final hit distribution around the masked area very uneven. The even-coverage
approach led to slightly lower overall observing time but higher e↵ective sky fraction.

Hits were binned into separate maps based on boresight elevation, to facilitate subsequent processing with
elevation-dependent noise models.

A.2.2 Atmospheric modeling and depth maps

The elevation-binned hit maps were converted to full survey depth maps in each frequency band as follows.
For each elevation bin, an elevation-dependent noise model was used to convert observing time per unit
area to map depth in units of [µK-arcmin]�2. The per-elevation depth maps were then summed to produce
a single depth map, in units of [µK-arcmin]�2, for each frequency and each choice of minimum elevation.
Intra-tube correlations were captured by binning into cross-frequency depth maps (e.g., 90⇥150 GHz). This
computation is done for the white noise level and at ` = 1000, 2000, 3000 to capture the impact of 1/f noise.

The noise model in T includes white noise and atmospheric 1/f components. The parameters describing
the 1/f noise are based on low-` TT spectra measured with ACTPol at 90, 145, and 225GHz. These power
spectra are measured from maps (and thus are expressed in [µK-arcmin]2), but are referenced to ACTPol

CMB-S4 Science Case, Reference Design, and Project Plan

✴ Mean beam ✓FWHM

Mean beams but not beam errors included in DSR forecasts, even though beam covariance enters any 
real-life data analysis (e.g. SPT-3G 2020, ACTPol 2020)

from arXiv:1907.04473
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Figure 3.4: Variation of the CMB temperature power spectrum as a function of Ne↵ . The
spectra have been rescaled, so that the fiducial spectrum for Ne↵ = 3.046 is undamped, K` =

DTT
` exp{a(`✓d)}, with ✓d ⇡ 1.6⇥ 10

�3 and the fitting parameters a ⇡ 0.68,  ⇡ 1.3, i.e. the
exponential di�usion damping was removed. Following [28], the physical baryon density !b, the
scale factor at matter-radiation equality aeq ⌘ !m/!r and the angular size of the sound horizon ✓s

are held fixed in all panels. The dominant e�ect in the first panel is the variation of the damping
scale ✓D. In the second panel, we fixed ✓D by adjusting the helium fraction Yp. The dominant
variation is now the amplitude perturbation �A. In the third panel, the spectra are normalized
at the fourth peak. The remaining variation is the phase shift � (see the zoom-in in the fourth
panel).

The largest impact on the BAO spectrum is actually a change in the sound horizon coming
from a di�erence in the expansion history. By increasing the expansion rate during the radiation
era and, hence, reducing the time over which the sound waves can propagate and di�use, the
acoustic scale decreases, rs / H�1. This of course appears as a variation in the frequency of the
acoustic oscillations that BAO surveys are very sensitive to. The influence of light species on the
BAO amplitude should be taken with care when constraining Ne↵ because it is degenerate with
theoretical uncertainties on the non-linear damping.

3.4.3 Matter-Radiation Equality

The two main consequences of an enhanced (diminished) radiation density on the matter power
spectrum are a change in the location of the turn-over of the spectrum towards larger (smaller)
scales and a decrease (increase) in power on small scales (see the top panel of Fig. 3.5). These
two e�ects are related as they are both linked to a change in the time of matter-radiation equality.
For fixed matter density, !m = const, an increase in the radiation density leads to a longer epoch
of radiation domination. The maximum of the matter power spectrum therefore shifts to larger

60

Wallisch 2018, 1810.02800

✴ Standard model                                                           — fraction from decoupling details, e. g. 1606.06986Ne↵ = 3.045
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SPT-3G beam calibration 10

FIG. 6. One-dimensional multipole-space representation
of the measured instrument beam, B`, with uncertainties
indicated by the shaded regions. The data are normalized
to unity at ` = 800.

F. Absolute Calibration

1. Subfield calibration

As this work references separate HII regions for
calibrating di↵erent halves of the survey field, we
calculate and apply a temperature calibration factor for
each subfield individually before coadding observations
from the four subfields into a single map. To set the
individual temperature calibrations, we compute cross-
spectra between our subfield temperature maps and the
Planck PR3 maps4 of the nearest frequency channel,
using 100GHz, 143GHz, and 217GHz for our 95GHz,
150GHz, and 220GHz bands, respectively.

The Planck maps are mock-observed with TOD
filtering identical to the real data, though with larger
masked regions around point sources to account for the
larger Planck beam. An apodization mask with larger
point source cut-outs is applied to both the mock-Planck
and SPT maps, and the corresponding mode-coupling
matrix Mps

`,`

0 is used. We compute the Planck -only
and SPT-only power spectra using cross-spectra between
half-depth maps from the respective experiments, and we
compute the cross-spectra between the two experiments
using full-depth maps. We divide out the binned mode-
mixing matrix to account for the cut sky and source
masking, and compute the binned ratio of the power
spectra
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The average of this ratio over 400  `  1500 is
used to set the relative temperature calibration between
subfields. All subfield calibration factors are within . 7%
of unity, consistent with the expected accuracy of the
calibration procedure described in §III B.
We establish uncertainties on the above ratio by com-

bining a single ⇤CDM sky realization with FFP10 noise
simulations for Planck and sign-flip noise realizations for
SPT, generated by coadding real SPT-3G data maps
with random signs. We compute several similar ratios
using other combinations of Planck and SPT data to
form the cross-spectra as a data systematics and pipeline
consistency check. We find agreement to . 1% in
the ratios across di↵erent data spectra inputs over the
multipole range considered. The beam measured in this
manner also serves as cross-check of our low-` beams;
while the results are consistent with the position-space
measurement, they are less sensitive as a result of the
Planck beam size and map noise, and are therefore not
used to constrain the shape of the beam response.

2. Full-field calibration

We determine the final calibration of the SPT-3G
temperature and E-mode maps by comparing the mea-
sured SPT-3G TT and EE power spectra to the full-sky,
foreground-corrected Planck power spectra. Note that
while the map calibration described above is expected
to be accurate at the percent level, that procedure
does not address the absolute amplitude of the Q and
U polarization maps. This motivates the EE power
spectrum comparison. While not strictly necessary, we
also adjust the temperature calibration to be based on
the power spectrum comparison for symmetry.
We calculate calibration factors for each frequency

band for the temperature (e.g., T 95GHz
cal ) and E-mode

(e.g., E 95GHz
cal ) maps. The cross-spectra calibration fac-

tors are then TE / (TcalEcal) and EE / (EcalEcal). The
calibration factors are constructed based on comparing
the Planck combined CMB-only power spectra to the
SPT-3G 95⇥95, 150⇥150, and 220⇥220 bandpowers over
the angular multipole range 300  `  1500 using the
Planck bin-width of �` = 30. We apply the SPT-3G
bandpower window functions to the unbinned Planck
spectra for this comparison. For temperature, we also
account for foreground contamination by subtracting
from the SPT-3G bandpowers the best-fit foreground
model from [3] with additional radio galaxy power from
the di↵erent point source mask threshold calculated
according to the model in [52]. The foreground
corrections are negligible for the EE spectra. We account
for the uncertainties on the bandpower measurements
in this comparison using the covariance described in
§IVH as well as the uncertainties on the Planck spectra.
We also include the correlated uncertainties in the
calibration factors due to the overall Planck absolute
calibration uncertainty (taken to be 0.25% at the map

✴  Beams calibrated using brightest QSOs in the 1500 deg2 
field and five dedicated Mars observations (2018), 
convolved with pointing jitter. Dutcher et al. 2021, arxiv: 
2101.01684, applying stitching technique of Schaffer et 
al. 2011, Story et al. 2013, Crites et al. 2015 

✴ Beam error driven by residual atmospheric noise in 
planetary flux, fitting noise, CMB fluctuations, + others… 

✴ FWHM of 1.0’ at 90 Ghz, 1.4’ at 150 Ghz, 1.2’ at 220 GhZ 
(~target for S4-LATS), 1.5% uncertainty

✴ Roughly a Central Gaussian with ~         sidelobe1/✓3

✴ Dutcher et al. 2021 (2019 data)
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ACTPol beam calibration

✴ Observations of Uranus, Saturn  
✴ Aiola et al. 2020, JCAP 12/2020, Choi et al. 2020, JCAP 

12/2020, Louis + 2016, Hasselfield 2013

✴ Roughly a Central Gaussian with ~         sidelobe1/✓3

5

TABLE 1
Instrument Characteristics

Observing season s13 s14 s15 s16
PA1 (149.6 GHz)a · · ·
Array sensitivityb (µKs1/2) 15 23 23
Median time const. (f3dB) c (ms, Hz) 2.1 (76) 3.9 (41) 5.4 (29) · · ·
Main beam solid angled (nsr) 202 199 197
✓FWHM

e (arcmin) 1.35 1.35 1.35
Aspect ratiof 1.04 1.03 1.04
PA2 (149.9 GHz)a · · ·
Array sensitivity (µKs1/2) 13 16 16
Median time const. (f3dB) (ms, Hz) 1.9 (84) 2.3 (69) 1.7 (94)
Main beam solid angle (nsr) 183 188 185
✓FWHM (arcmin) 1.32 1.33 1.33
Aspect ratio 1.01 1.03 1.02
PA3 (97.9 GHz)a · · · · · ·
Array sensitivity (µKs1/2) 14 14
Median time const. (f3dB) (ms, Hz) 1.1 (140) 0.98 (160)
Main beam solid angle (nsr) 504 476
✓FWHM (arcmin) 2.06 2.06
Aspect ratio 1.18 1.12
PA3 (147.6 GHz)a · · · · · ·
Array sensitivity (µKs1/2) 20 20
Median time const. (f3dB) (ms, Hz) 1.2 (130) 1.1 (140)
Main beam solid angle (nsr) 270 238
✓FWHM (arcmin) 1.49 1.46
Aspect ratio 1.08 1.08

Notes: a) The e↵ective frequencies are for a CMB source. The uncertainty is 2.4 GHz as discussed in Appendix D. The total
number of detectors, regardless of whether they are operating or dark, is 1024 for each of PA1, PA2, and PA3. Each feedhorn
in PA1 and PA2 couples to two detectors while each in PA3 couples to four detectors. b) All sensitivities are NET on the sky
relative to the CMB for a precipitable water vapor (PWV) of W

v

= 1 mm. They are derived from the time series during a
planet calibration, and rounded to the nearest µK. In a given year the sensitivities may be combined in inverse quadrature. For
example, the net sensitivity on the sky in 2015 was 8.6µKs1/2. For comparison, the combined measured white noise levels for
the Planck satellite HFI instrument in the 100 and 143 GHz bands is 40 and 17.3 µKs1/2 relative to the CMB, or 15.9 µKs1/2

with frequencies combined (Planck Collab. VII et al. 2016). These arrays were replaced by the even more sensitive AdvACT’s
PA4, PA5, and PA6 for observations in 2017/18/19. c) The time constants, ⌧ , depend on loading and base temperature. We
report them for 0.5 < W

v

< 1 mm. For nominal observations 1 Hz corresponds roughly to ` = 400, thus f3dB = 35 Hz maps
to ` = 14000. d) “Instantaneous” solid angles rounded to the nearest nsr. These are increased by jitter in the pointing. e)
Full width at half maximum. f) The aspect ratio is defined as the ratio of the maximum to minimum ✓FWHM as measured in
perpendicular directions.

scribed by an rms fluctuation level of 20µm with a cor-
relation length of 28 cm. The gain from such a sur-
face is given by Equation 8 in Ruze (1966)8 and shown
in Figure 1 for 98 and 150 GHz. The scattered beam
has roughly 1.5% the solid angle of the main beam at
150 GHz and thus extrapolating the main beam profile
with 1/✓3 underestimates the main beam solid angle, ⌦B .
As shown in L17, there are polarized sidelobes of the

main beam produced by elements in the optics tubes at
150 GHz. These ghosts are located roughly 150 from the
optical axis at roughly the noise level shown in Figure 1
(they are clearly seen in maps made with Saturn) and
accounted for in the mapmaking as described in A20.
The beams for PA3 are 10–20% elliptical as shown in

Table 1. The beam scale of roughly 20 corresponds to
` = 10800/✓ ⇡ 5000, with ✓ in arcminutes, which is well
above the cosmological signal. In addition, the observing
strategy partially rotationally averages the beam further
reducing the e↵ect of its intrinsic ellipticity. Our model-

8 The equation has a typo. Inside the summation, the variance
should be raised to the nth power and not simply squared. The
correlation length, c, is defined through the correlation function for
deviations from the ideal surface in the perpendicular direction,
C(r) =

P
i,j

z(~r
i

)z(~r
j

)/N = (rms)2 exp(�r2/c2) where ~r is the

position on the surface, r = |~r
i

� ~r
j

|, z is the deviation, and the
sum is over N measurement pairs on the surface for some �r.

Fig. 1.— The average 98 GHz (cyan) and 150 GHz (black)
beam profiles in “gain above isotropic” (4⇡/⌦

B

). The forward
gains are 74.5 and 78.4 dBi respectively. The two dashed
curves on the bottom show the scattering beam due to the
surface roughness. For reference, the blue dash-dot line, o↵set
for clarity, shows the slope of a 1/✓3 profile. Negative values
due to noise fluctuations are not plotted.

✴ FWHM of 1.4’ at 140 Ghz (~target for S4-LATS)



✴ Calabrese, van Engelen Green, Meyers 5/2017 

✴ Green, Crawford, Hasselfield van Engelen 8/2017 
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Past collaboration work

using ACT 2013 eigenmodes
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