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How we measure cluster redshifts
• Photometrically 
• Red Sequence Redshifts (e.g., 

SDSS, DES, HSC, LSST) 
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How we measure cluster redshifts
• Photometrically 
• Red Sequence Redshifts (e.g., 

SDSS, DES, HSC, LSST) 

The red sequence of RCS-2 galaxy clusters  
as a function of redshift (Credit: Ben Koester). 
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How we measure cluster redshifts
• Photometrically 
• Red Sequence Redshifts (e.g., 

SDSS, DES, HSC, LSST) 
• 1.6 um “Stellar Bump” (Spitzer, 

WISE, SPHEREx) 

2 Sorba & Sawicki

cally by measuring the shift in the central wavelength of
specific emission or absorption lines. However, for large
samples of faint objects the spectroscopic approach can
be prohibitively expensive. Moreover, because of a lack
of strong spectral features and increase in noise due to
thermal radiation coming from the sky, it is difficult for
spectroscopy to identify galaxies in the redshift range
1.5 ≤ z ≤ 2.5, which has been termed the “redshift
desert”.
An alternate method of determining redshifts is to use

broadband photometric information to locate broad fea-
tures in galaxy spectra. The idea originates with Baum
(1962), who used photometry in nine bands to locate the
4000Å break. Others (Koo 1985, Loh & Spillar 1986)
generalized the technique and it has become popular re-
cently as a method to estimate the redshifts to galaxies
using either the 4000Å break or the Lyman break (see, for
example, Connolly et al. 1995, Gwyn & Hartwick 1996,
Sawicki, Lin, & Yee 1997, Giavalisco 2002 for a review).
Photometric redshifts are less precise than spectroscopic
redshifts, but have been shown to be reasonably accurate,
with a |zspec− zphot|/(1+ z) typically much less than 0.1
(Hogg et al. 1998, Wuyts et al. 2009). Although less
accurate and prone to catastrophic errors, photometric
redshifts have the advantage of being done much more
quickly and for fainter galaxies than their spectroscopic
counterparts, and can be esily be determined in the red-
shift desert.
While photometric redshifts have traditionally been

done with features detectable at optical or near infrared
(NIR) wavelengths (the Lyman break and the 4000Å
break), recent deep surveys with information at infrared
(IR) wavelengths, such as the Great Observatories Ori-
gins Deep Survey (GOODS, Dickinson et al. 2001, Gi-
avalisco et al. 2004), have made other features accessi-
ble for use, specifically, the spectral “bump” at 1.6µm
(see Figure 1). A nearly ubiquitous feature in all stellar
populations, this bump is caused by a minimum in the
opacity of the H− ion present in the atmospheres of cool
stars and can be expected to provide a means of estimat-
ing redshifts to galaxies (Wright et al. 1994, Simpson &
Eisenhardt 1999, Sawicki 2002, Papovich 2008).

1.3. Motivation

The near universality of the 1.6µm bump should make
it possible to use it to select highly complete and unbi-
ased samples of galaxies. This is of great significance, as
current selection techniques, such as Lyman Break selec-
tion (Steidel et al. 1999), Distant Red Galaxy selection
(Franx et al. 2003), and BzK selection (Daddi et al.
2004), all require photometry in rest-frame ultraviolet
(UV) or optical. The UV/optical flux of a galaxy, how-
ever, comes predominantly from hot, young stars, which
have relatively short lifetimes. Hence, these current tech-
niques could introduce a bias by favoring galaxies that
currently have ongoing star formation and missing a pop-
ulation of passive galaxies.
The observation of the 1.6µm bump in the infrared

makes it well suited to study galaxies at redshifts greater
than 1.5, precisely the regime where spectroscopy be-
comes increasingly difficult. This is also the epoch in
which star formation in massive galaxies begins to shut
down in the SFR density plot, and is therefore crucial
to our understanding of the stellar mass formation his-

Fig. 1.— Model spectral energy distributions from Bruzual &
Charlot (2003). Shown are SEDs of solar metallicity stellar pop-
ulations that are forming stars at a constant rate with a Salpeter
initial mass function. The SEDs are normalized at 1.6µm. The
1.6µm bump is a prominent feature in all but the very youngest
stellar populations. Shown at the bottom of the plot are the filter
transmission curves of the IRAC filters redshifted to show them at
z = 2 in the rest-frame of the SEDs.

tory of the universe. The ability to select an unbiased
and highly complete catalog of galaxies at this epoch is
needed in order to place the best constrains on the stellar
mass assembly of the universe. In this, the 1.6µm bump
should be a valuable tool.
Furthermore, the James Webb Space Telescope

(JWST), now under construction, will provide data in
the 0.6-27µm range. JWST’s lack of sensitivity at shorter
wavelenghts means that many of the currently popular
selection techniques, while adaptable to higher redshifts,
will not be usable with JWST for galaxies around the
z∼2 peak of the cosmic star formation history. However,
the 1.6µm bump is well suited to utilize JWST to study
galaxies over a wide range of redshifts, including z∼2. It
is therefore important to develop the technique now, in
order to have an understanding of both its advantages
and limitations. Currently, this can be done using the
Infrared Array Camera (IRAC, Fazio et al. 2004) instru-
ment aboard the Spitzer Space telescope, which observes
in the 3-9µm range and thus brackets the 1.6µm bump
for 1.3 ! z ! 3, exactly the period that is of interest.
The aim of this work is to test the feasibility and lim-

itations of using the 1.6µm bump as a photometric red-
shift indicator and selection technique and to make an
independent, unbiased measurement of the stellar mass
function and stellar mass density at z = 2. In all things,
we tried to use only photometric information from band-
passes near the 1.6µm bump and to achieve as much as
possible with as little as possible. This paper is divided
as follows. Section 2 describes our method of obtain-
ing infrared photometry. Section 3 describes how we
determined the photometric redshifts to galaxies using
the 1.6µm bump and compares our results with spec-
troscopy to ascertain an estimate of the quality of the
photometric redshifts. In § 4, we construct stellar mass
functions and compare our results with those from other

Sorba and Sawicki  2010ApJ...721.1056S 
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How we measure cluster redshifts
• Photometrically 
• Red Sequence Redshifts (e.g., 

SDSS, DES, HSC, LSST) 
• 1.6 um “Stellar Bump” (Spitzer, 
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Fig. 1.— Left Panel: The evolving SED of an SSP with a zf = 10 generated with the BC03 models as it would be observed at various
redshifts. Filter response curves for the z′, 3.6µm, and 4.5µm bands are shown below and the central wavelengths are marked with the
dotted vertical lines. Top Right Panel: The z′ - 3.6µm color as a function of redshift for the SEDs in the left panel. The z′ - 3.6µm color
increases monotonically with redshift and hence provides an estimate of the photo-z for an SSP. Bottom Right Panel: The 3.6µm - 4.5µm
color as a function of redshift for the SEDs in the left panel. Due to the more complex SED shape in the rest-frame NIR, the 3.6µm -
4.5µm color does not uniquely map onto redshift; however, if a z′ - 3.6µm > 1.7 color cut is applied to cull low-redshift galaxies (see top
right panel), the 3.6µm - 4.5µm color becomes a viable estimate of the photometric redshift as those filters move through the rest-frame
1.6µm stellar bump feature.

right panel of Figure 1 we plot the 3.6µm - 4.5µm color
of this model as a function of redshift. The observed
color maps uniquely onto redshift within the redshift
interval 0.7 < z <1.7; however, the complete range in
color is small (∼ 0.7 mag), making the color only a
modest-precision estimator of photometric redshift. In
the upper right panel of Figure 1 we plot the observed z′

- 3.6µm color of the model as a function of redshift. This
color spans the 4000Å break at z > 1, and in contrast to
the 3.6µm - 4.5µm color, increases monotonically with
redshift at all redshifts, and has a substantial range
(∼ 4 mag). These properties make it a more powerful
tool for identifying high-redshift cluster candidates and
estimating their redshifts.
In the SpARCS survey (Muzzin et al. 2009;

Wilson et al. 2009) we used the z′ - 3.6µm colors
of galaxies to detect clusters up to z ∼ 1.4. However,
as Figure 1 shows, at z > 1.4 the z′ - 3.6µm colors of
the model become extremely red (z′ - 3.6µm > 3.0).
This implies that z′-band imaging that is substantially
deeper than the MIR data are required to identify
candidate high-redshift clusters with this method. This
is approximately the limiting depth of the SpARCS z′

data (z′ < 24.2), which makes it challenging to select
clusters at z > 1.4 robustly with the red-sequence
method.
Papovich (2008) showed that provided only clusters

at z > 1.3 were considered, the 3.6µm - 4.5µm color of
galaxies is sufficient to select high-redshift overdensities
of galaxies. This novel idea allowed him to take full
advantage of the deep SWIRE MIR data (a 5σ depth of
∼ 0.5 L∗ at z ∼ 2), to select distant cluster candidates.
Papovich (2008) searched for overdensities of galaxies in
position space that passed a single color cut of 3.6µm
- 4.5µm > -0.1 in the SWIRE fields and discovered
hundreds of z > 1.3 cluster candidates including the
confirmed cluster ClG J0218.3-5010 (Papovich et al.
2010).
This new method has been an important step for-

ward for pushing MIR cluster detection to the highest
redshifts, and ClG J0218.3-5010 has been an important
object for studying galaxy evolution in high-redshift,
high-density environments (e.g.. Tran et al. 2010;
Papovich et al. 2012; Quadri et al. 2012; Rudnick et al.
2012; Tadaki et al. 2012). Still, a single cluster almost
certainly cannot be representative of the full population
of clusters at z > 1.4 and much larger samples of clusters
selected in the MIR that are mass-complete and have a
high purity level would be extremely valuable. As of yet,
it is unclear whether searching for clusters with only the
Papovich (2008) 3.6µm - 4.5µm color cut is sufficiently
robust to produce such samples.
There are several disadvantages to the color-cut

method as compared to red-sequence selection (e.g.,
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How we measure cluster redshifts
• Photometrically 
• Red Sequence Redshifts (e.g., 

SDSS, DES, HSC, LSST) 
• 1.6 um “Stellar Bump” (Spitzer, 

WISE, SPHEREx (R~40)) 
• Clustering in Photo-z space 

(Optical + IR surveys) 

• Spectroscopically 
• Optical/NIR  
• X-ray 

HIGH-Z GALAXY CLUSTERS IN SPT 9

Figure 3. Extracted 1-D spectra (purple) for 4 member galaxies of the cluster SPT-CL J0156-5541 (see Table 3), along with 1� uncertainties
(orange). Ca II H&K absorption features are indicated (black dashed lines), corresponding to robust redshift fits from RVSAO cross-correlation.
Redshift values reported in this figure are final redshifts from the combined RVSAO and line identification analyses.

6 KHULLAR ET AL.

Figure 2. Example of 2D spectra used in the analysis described in Section 3, for four candidate member galaxies of the cluster SPT-CL J0156-
5541. The vertical direction is the spatial dimension, and the horizontal direction is the dispersion axis, which runs from 8500 - 9200Å from
left to right. Emission features ([OII]) can be seen in the 8500-8600Å region.

or bluer galaxies, as allowed by the mask geometry, until
no more slits could be placed. Approximately 20-25 targets
were chosen for each spectroscopic mask. As noted above,
some spatial misalignment (⇠ 1/10th of an arcsecond) was
allowed to optimize slit packing. This process typically re-
sults in an elongated (rather than circular) layout of targeted
galaxies, as can be seen in Figure 1. Care was taken to place
a slit on any apparent brightest cluster galaxy (BCG). The vi-
sual mask design was then used to generate an input catalog
from the slit positions, which was then input to the standard
LDSS3C mask design software to produce the final mask de-
sign.

3. SPECTRAL ANALYSIS

3.1. Spectra Reduction

The spectra were processed using The Carnegie Observa-
tories System for Multi-Object Spectroscopy (COSMOS)2

reduction package, which is specifically designed to reduce
raw spectra acquired using the Magellan Telescopes.

We describe the data reduction briefly below. All images
were de-biased using bias frames aquired each afternoon.
LDSS3C has a modest pattern noise of 1-2 electrons ampli-
tude and care was taken to acquire sufficient bias frames to
average across this noise source. We used a HeNeAr com-
parison arc line for wavelength calibration. The analysis is
focused on the range where the VPH-red grism is most sen-
sitive and over which we expect useful spectral signal from
these very red member galaxies : 7500-10000Å. A flat field
image acquired temporally adjacent to each science frame
was used to define the spectral trace for each slit. This flat
image was also used to flat-field the slit response. Sky sub-
traction was performed by fitting a one-dimensional third-
order spline along the dispersion axis, following the tech-

niques outlined in Kelson (2003). Different exposures of the
sky-subtracted science spectra were stacked and 2D cosmic
ray cleaning was performed by outlier rejection. COSMOS
also generates a noise image, that, at these red wavelengths,
is dominated by photon noise in bright sky lines.

Figure 2 shows examples of 2-D sky-subtracted spectra
from 4 potential member galaxies of the galaxy cluster SPT-
CL 0156-5541. The y-axis depicts the spatial width of indi-
vidual slits, against the horizontal dispersion axis (or wave-
length), over the wavelength range 8500-9200Å. Emission
features ([OII] �3727,2729Å doublet) and a strong spectral
continuum can be clearly seen in some cases. It is crucial
to note that there are sections of the spectra in the wave-
length range of interest that are dominated by poor sky sub-
traction with significant systematics. A thorough exploration
of the tunable parameters available in the COSMOS reduc-
tion package did little to ameliorate this - the poor sky sub-
traction is not due to an insufficient description of the slit ge-
ometry. In principle, fringing could contribute to this effect,
but the LDSS3C detector is a thick fully depleted CCD, the
same as the chips used in the Dark Energy Camera (Flaugher
et al. 2015), and is not expected to show fringing at this
level. Discussions with several architects of the COSMOS
reduction code have led to the conclusion that these artifacts
are predominantly the result of slit roughness, that does not
fully flat-field away because the effect produces a transmis-
sion variation along the slit spatial axis, as well as a high-
frequency variation in the wavelength solution. The latter is
not addressed by flat-fielding, and removing such artifacts re-
quires a reworking of the COSMOS sky-subtraction engine.
The quality of 2D spectra is a major factor in selecting anal-
ysis strategies for 1D spectra, which are described in the fol-
lowing sections.

K
hu

lle
r, 

Bl
ee

m
 e

t a
l. 

 2
01

9A
pJ

…
87

0.
...

7K

6 A. B. Mantz et al.

Sp
ec

tru
m

0.
5

1.
0

2.
0

5.
0

10
.0

Data
Fe free model
Fe=0 model

0.5 1.0 1.5 2.0 2.5 3.0 4.0

−2
0

1
2

R
es

id
ua

ls
−1

Energy (keV)

no
rm

al
iz

ed
 c

ou
nt

s 
 (1

0−
3  s

−1
 k

eV
−1

)

1

1
P(

kT
|d

at
a)

1

1
0.

1
0.

3
0.

5

Fe
 (s

ol
ar

)

1

1

6.0 7.0 8.0

1.
65

1.
75

re
ds

hi
ft

kT (keV)

1

1

1

1

0.1 0.3 0.5

Fe (solar) 1

1

1.65 1.75

redshift
1

1

Figure 3. Left: stacked and background-subtracted (for display only) EPIC spectrum of the central arcminute of SPTJ0459. Energies
in the 1.2–1.9 keV range are excluded due to contamination from instrumental emission lines. The blue, solid curve shows the best-fitting
single thermal component model, with a free temperature, metallicity, redshift and normalization. The red, dashed curve shows the best
fitting model where the metallicity is fixed to zero, to indicate the strength of the Fe emission feature. The lower panel shows residuals
with respect to the model with fitted metallicity. Right: one-dimensional (on-diagonal) and two-dimensional (o↵-diagonal) marginalized
posteriors for the cluster emission model fit to these data.
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A Path Forward
• The combination of wide-field Euclid, LSST, and 

SPHEREx survey data will provide excellent 
coverage out to z~1.7 (maybe even up to z~2).  

• The deep surveys from e.g., Roman and Athena 
will help us to even better characterize this 
performance.  Can also explore new methods like 
Churazov et al 2015  2015MNRAS.450.1984C 
combining X-ray/SZ surveys.  

• We can (and already are with SPT-3G) conduct 
detailed targeted observations of representative 
subsets of our sample to validate our redshift 
estimations and enable estimates of the redshift 
distribution of our high-z systems for cosmology.  

• As discussed last summer, for astrophysical 
characterization extensive followup will be 
required.  

Euclid Collaboration: Galaxy cluster detection with Euclid

M > 1014 M�, ztrue < 2

M > 1014 M�, ztrue < 1

M > 1014 M�, 1 < ztrue < 2

Figure 8: Purity as a function of completeness, given for all cluster
finder catalogs as a function of the ranking of the detections. As the
number of considered detections above a given rank increases, the de-
tection properties evolve from the high purity low completeness regime
to the low purity high completeness regime. The dots provide the per-
centage of considered detections at a given coordinate on the curve, the
total number of detections being given in the legend for each finder.
The top panel only accounts for mock clusters in the range ztrue < 2 and
M > 1014 M� when computing the completeness. For illustration, we
also provide the same figure in the range ztrue < 1 and 1 < ztrue < 2 in
the bottom panels.

In order to assess the quality of the purity and compare it
among cluster finders, we restrict the original detection catalogs
to a fixed mean completeness for 0 < ztrue < 2 and M > 1014 M�
(see also the discussion of Section 5.1, Figure 2 and Table 2). We
first choose a mean completeness of 65%, which is reached by

Figure 9: Purity versus completeness constructed for an ideal detection
catalog. The di↵erent curves correspond to di↵erent mass cuts assumed
for the mock catalog. The redshift and mass ranges considered are the
same as in the top panel of Figure 8.

all the codes, and investigate the evolution of purity as a func-
tion of redshift (Figure 12 top panel). We can see that the pu-
rity evolves very di↵erently with redshift for the di↵erent algo-
rithms. AMICO, PZWav and WaZP provide pure samples up to
high redshift, except for z . 0.25, where the purity drops. This
might be due to a strong dependence on the photometric red-
shift quality of these algorithms, as the outlier fraction in the
photometric redshifts strongly increases at z < 0.25. It could
also be caused by the unavoidable fragmentation of very rich
clusters, with secondary fragments being counted as impurities.
Additionally, in this regime, the mass detection limit of these al-
gorithms (see Figure 10) may be su�ciently low such that some
detected clusters are below the mass threshold of the mock and
are thus counted as impurities (see also the discussion in Section
5.1). On the other hand, AMASCFI, HCFA and sFoF catalogs
are more pure at low redshifts, but their purity smoothly de-
clines as redshift increases. We also analyzed the redshift evo-
lution of the purity for detection catalogs trimmed to reach 80%
completeness. Since HCFA and AMASCFI do not reach this
completeness limit, they are not considered here. The compar-
ison of the four resulting algorithms is shown in Figure 12 (bot-
tom panel). We can see that the purity is still above about 90%
and relatively flat in the redshift range [0.25, 2] for AMICO and
PZWav. The performance of WaZP is slightly lower, but still
very good at these redshifts (about 80%-90%). The purity of the
algorithm sFoF, on the other hand, smoothly declines as redshift
increases in this regime. At low redshifts (below 0.25), sFoF re-
mains relatively flat with a purity of about 85%, while the purity
of AMICO, PZWav and WaZP slightly decline, down to about
60% to 70%. Nevertheless, we stress that at low redshifts, the
mean completeness of these algorithms is much higher than the
mean completeness that we impose for this comparison exercise,
due to redshift variations. Thus, contamination may arise from
objects at the detection limits of the catalog.

5.3. Mass-richness scaling relation

Detections matched to mock clusters were used to investigate
the quality of the richness provided by the cluster finders. The
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Figure 3. Distribution of probabilities of false association
between redMaPPer targeted confirmations and SPT clus-
ters from the SPT-ECS and SPT-SZ surveys. The color
scaling represents the optical richnesses of the RM detec-
tions centered on SPT locations. For the purposes of this
work we reject associations with probabilities of false associ-
ation greater than 5%.

to also enable targeted searches for red-sequence galaxy
counterparts in regions excluded by these cuts. We have
run the RM algorithm in “scanning mode” centered on
the SPT location where the likelihood of a red-sequence
overdensity in apertures of 500 kpc radius is computed
as a function of redshift from z=0.1 to 0.95 in steps
of �z = 0.005. At each redshift the optical richness is
computed at both the SZ location and the most likely
optical center; for systems with significant red-sequence
overdensities the richness and redshift is refined at the
highest likelihood redshift using the standard RM ra-
dius/richness scaling. Richnesses are recorded for each
location where � � 5. We repeat this scanning pro-
cedure for 100 mock SZ samples (at over 100,000 sky
locations) to compute the probability over random of
finding a cluster of richness � at an SZ location. We re-
port as “confirmed” clusters for which the probability of
random association is less than 5%, which corresponds
to � > 19.3. As this probability distribution is a con-
tinuum (with no clear breaks) this choice is somewhat
arbitrary; setting this threshold at 0.05 leads to an ex-
pectation of < 2 false associations in the RM-confirmed
sample. In Figure 3 we plot the distribution of matched
clusters against the probability of random associations
for SPT-SZ (⇠ > 4.5) and SPT-ECS clusters (⇠ > 4).
For cluster candidates in the common region not con-

firmed via the RM scanning-mode process we make
use of both DES and WISE imaging and photometric

catalogs at the cluster locations and, where available,
pointed follow-up imaging as described in the next sub-
section. The confirmation of these clusters follows a
similar process to that described below.

4.2.2. Cluster confirmation from other imaging datasets

Here we describe the techniques used for confirming
cluster candidates not confirmed via the RM algorithm
or literature search. We obtained imaging for ⇠ 100 can-
didates outside of the volume searched by RM as well as
some imaging redundant to the DES imaging (in terms
of confirmation) as part of our strong lensing search pro-
gram that we use here for redshift comparisons. In to-
tal, 173 candidates were imaged with Magellan/PISCO
(about 2/3 in common with RM, see Figure Figure 4),
19 with Magellan/Fourstar, and 7 with Spitzer (note
the NIR imaging overlaps areas with optical imaging).
10 candidates are located in the DES footprint but are
either at high redshift or are missing photometry in fil-
ters required for RM, and 22 candidates only fall in the
Pan-STARRS footprint.
To conduct our targeted search for red-sequence galax-

ies in these areas, we first calibrate our synthetic model
for the colors and magnitudes of red-sequence galaxies,
generated with the GALAXEV package (Bruzual & Char-
lot 2003) by assuming a passively evolving stellar pop-
ulation with single formation burst at z = 3, to match
the relevant survey photometry using samples of known
clusters with spectroscopic redshifts. For PISCO, the
dataset that we most use to confirm clusters outside of
DES, we use 58 SPT-SZ galaxy clusters with spectro-
scopic redshifts that were imaged as part of our broader
SPT characterization program. In Figure 4 we plot in
red the measured PISCO redshifts versus those from the
training sample as well as additional SPT-ECS clusters
with spectroscopic redshifts reported in the literature.
The typical redshift precision is �z/(1+ z) ⇠ 0.015 with
uncertainties increasing towards higher redshifts. We
also plot in black the PISCO redshifts compared to those
from the DES RM catalog for 318 systems in SPT-SZ
and SPT-ECS and find generally good agreement be-
tween the two, though the comparison suggests that the
redshifts estimated from PISCO may tend be underes-
timated at the highest redshifts. More spectroscopic
data on high-redshift clusters from ongoing SPT pro-
grams will help further validate/improve the PISCO red-
shift calibration for such systems. Given the excellent
redshift precision of the RM algorithm, we adopt RM
scanning-mode redshifts by default when clusters are
confirmed by both methods. We repeat a similar pro-
cess with DES photometry, finding �z/(1 + z) ⇠ 0.015,
and with 35 spectroscopic clusters (as identified in the
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