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Introduction to cluster abundance cosmology

• Halo abundance prediction from the halo mass function


• Compare observed with predicted number (see figure from Vikhlinin+09)


• Main limitation: how to convert from “mass” to the actual observable(s)? → mass calibration

2

1064 VIKHLININ ET AL. Vol. 692

Figure 2. Illustration of sensitivity of the cluster mass function to the cosmological model. In the left panel, we show the measured mass function and predicted
models (with only the overall normalization at z = 0 adjusted) computed for a cosmology which is close to our best-fit model. The low-z mass function is reproduced
from Figure 1, which for the high-z cluster we show only the most distant subsample (z > 0.55) to better illustrate the effects. In the right panel, both the data and the
models are computed for a cosmology with ΩΛ = 0. Both the model and the data at high redshifts are changed relative to the ΩΛ = 0.75 case. The measured mass
function is changed because it is derived for a different distance–redshift relation. The model is changed because the predicted growth of structure and overdensity
thresholds corresponding to ∆crit = 500 are different. When the overall model normalization is adjusted to the low-z mass function, the predicted number density of
z > 0.55 clusters is in strong disagreement with the data, and therefore this combination of ΩM and ΩΛ can be rejected.

insensitive to variations of n within the WMAP measurement
uncertainties and even to setting n = 1.

Once the combined likelihood as a function of cosmological
parameters is available, we use the quantity −2 ln L, whose
statistical properties are equivalent to the χ2 distribution (Cash
1979), to find the best-fit parameters and confidence intervals.

In addition to statistical uncertainties, we also consider
different sources of systematics. We do not include systematic
errors in the likelihood function but instead refit parameters with
the relations affected by systematics varied within the estimated
1σ uncertainties. This approach allows as not only to estimate
how the confidence intervals are expanded from combination of
all systematic errors, but also to track the most important source
of uncertainty for each case. A full analysis of systematic errors
is presented in Section 8.4 for the case of constraints on constant
w in a flat universe; in other cases the systematic uncertainties
contribute approximately the same fraction of the total error
budget. We also verified that in the constant w case, our method
of estimating the systematic errors produces the results which
are very close to the more accurate procedure using the Markov
chain analysis.

5. CONSTRAINTS FROM THE SHAPE OF THE LOCAL
MASS FUNCTION: ΩMh

The shape of the cluster mass function reflects the shape of
the linear power spectrum in the relevant range of scales, ap-
proximately 10 h−1 Mpc in our case. This shape, for a reason-
able range of parameters in the CDM cosmology is controlled
(Bardeen et al. 1986) mostly by the quantity ΩMh. It is useful
to consider constraints on this combination separately because
they are nearly independent of the rest of the cosmological pa-
rameters we are trying to measure with the cluster data.

Fixing the primordial power-spectrum index to the WMAP
value, n = 0.95, the fit to the local mass function11 gives ΩMh =

11 Including the high-redshift data, we obtain a consistent value,
ΩMh = 0.198 ± 0.022. Combined with the HST prior on h, this leads to a
measurement of ΩM = 0.275 ± 0.043. However, using the high-z data makes

0.184 ± 0.024 (purely statistical 68% CL uncertainties). The
best-fit value is degenerate with the assumed primordial power-
spectrum index, and the variation approximately follows the
relation ∆ΩMh = −0.31∆n. The variations of n within the range
constrained by the WMAP data, ±0.015, lead to negligibly small
changes in our derived ΩMh.

An additional source of statistical uncertainty is that related to
the derivation of the L–M relation, since we derive this relation
from the same set of clusters. Uncertainties in the L–M relation
are translated into those of the survey volume and hence the
cluster mass function. Most of our cosmological constraints are
primarily sensitive to the cluster number density near the median
mass of the sample. This median mass, the V (M) uncertainties
are small compared with statistics (see Section 6 in Paper II).
The ΩMh determination, however, is based on the relative
number density of clusters near the high and low mass ends
of the sample. Since the volume is a fast-decreasing function at
low M’s, the V (M) variations are important. The most important
parameter of the L–M relation in our case is the power-law slope,
α (see Equation (20) in Paper II). Variations of α within the
error bars (±0.14) of the best-fit value lead to changes in the
derived ΩMh of ±0.027. Adding this in quadrature to the formal
statistical errors quoted above, we obtain a total uncertainty of
±0.035 (see Table 1). We have verified that other sources of
systematics in the ΩMh determination are much less important
than those related to the L–M relation.

In principle, a nonzero mass of light neutrino has some
effect on the perturbation power spectrum at low redshifts. We
checked, however, that their effect on the shape of the cluster
mass function is negligible for any

∑
mν within the range

allowed by the CMB data (Komatsu et al. 2009). Therefore,
neutrinos do not affect our results on ΩMh.

the ΩMh constraints dependent on the background cosmology and therefore
we prefer to base this measurement only on the local mass function. Also, we
use the YX-based mass estimates for this and σ8 analyses. The other
observables, TX or Mgas, give essentially identical results, because all of them
were normalized using the same set of low-z clusters see Paper II. The
difference between mass proxies is only important for the measurements based
on the evolution of the high-z mass function (Section 7).
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II. Get multi-wavelength follow-up data (including redshifts)
SPT-SZ cluster sample as of 2019, more recent work in a few slides

Precursor analyses based on X-ray mass 
calibration: Benson+13, Reichardt+13, 
Bocquet+15, de Haan+16


SPT-SZ cluster sample: 343 SZ-selected 
clusters above detection SNR 5 and z > 0.25


X-ray follow-up data: McDonald+13,17


Weak-lensing follow-up data: 
HST-13 (Schrabback+18) 
Megacam-19 (Dietrich,Bocquet+19)

4
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III. Weak-lensing mass calibration
Megacam & Hubble data for SPT clusters (Schrabback et al. 2018; Dietrich,Bocquet et al. 2019)

5

Weak Lensing Calibrated SZE and X-ray Scaling Relations 25

Figure 12. Same as Fig. 11 but for the Mgas-mass scaling relation.
We compare our best fit relation, where the slope was set by a
galaxy cluster number counts analysis (de Haan et al. 2016), with
that of Vikhlinin et al. (2009), Pratt et al. (2009), Mahdavi et al.
(2013), the WtG team (Mantz et al. 2016), and Chiu et al. (2017).

Eddington bias is clearly visible in the lower left corner of
this plot from the points falling below the best fit line, i.e.
they are preferentially scattered towards higher ⇣̂. We remind
the reader that the scaling relation analysis takes this bias
into account through the shape of the mass function and the
SPT cluster selection function. The scaling relation plotted
in Fig. 14 is obtained by combining eqs. (23) and (25) into

Mgas

5 ⇥ 1014 M�
= AMg

✓
6
7

◆BMg

✓
⇣

ASZ

◆BMg
/BSZ

, (33)

and omitting the redshift evolution terms, because they are
taken care of when the plotted data are rescaled to a common
redshift.

Our estimates for the normalisations of the X-ray scal-
ing relations show good agreement with previous studies
(Vikhlinin et al. 2009; Pratt et al. 2009; Mahdavi et al. 2013;
Mantz et al. 2016). For the mass–YX relation this holds over
the entire mass range under investigation here. For the mass–
Mgas relation the sometimes significantly di↵erent slopes lead
to good agreement only in the vicinity of our pivot point
Mp = 5 ⇥ 1014

h
�1
70 M� and marginal discrepancies at the

extreme ends of the mass range under investigation here.
This is particularly obvious for the relations of Mahdavi et al.
(2013), who find a slope slightly smaller than but consistent
with self-similarity, and Mantz et al. (2016), whose slope
is very nearly exactly self-similar. However, at our pivot
M

piv
500 = 5 ⇥ 1014 M� we agree with all cited studies within

our mutual uncertainties.
We note again that we are not able to constrain the

slope BMg
with our present data set. Rather our value for

the slope is determined by the prior we put on BSZ – based
on the cosmology analysis of de Haan et al. (2016) – and
the degeneracy between BSZ and BMg

. Future weak lensing
analyses of SPT selected clusters covering a wider ⇠ and
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Figure 13. The ⇣–mass scaling relation and estimates ⇣̂ and M500

for the 32 clusters with weak lensing data. Points marked in black
are clusters with Chandra X-ray data used in the scaling relation
analysis, i.e. all clusters shown in Figs. 11 and 12.

thus mass range will enable us to constrain the slope directly
from weak lensing observations instead of only through self-
calibration in a cosmological framework, as in de Haan et al.
(2016) and Mantz et al. (2016).

In Fig. 13 we show the scaling relation between cluster
mass and debiased SPT detection significance ⇣. In this plot
we also highlight those clusters with Chandra data used
in the scaling relation analysis. We find no indication that
the 10 clusters from the Megacam sample without X-ray
follow-up come from a di↵erent population.

Finally, we compare our mass estimate for the stack of all
19 Megacam clusters to that of a previous study using gravi-
tational magnification instead of shear (Chiu et al. 2016b),
who found a mass estimate of M500 = (5.37±1.56)⇥1014 M�.
This is in very good agreement with our weighted mean mass
M500 = (5.96 ± 0.61) ⇥ 1014 M� for these clusters.

7 CONCLUSION

In this paper we describe the observations and weak lensing
analysis of 19 clusters from the 2500 sq. deg. SPT-SZ survey.
We pay particular attention to controlling systematic uncer-
tainties in the weak lensing analysis and provide stringent
upper limits for a large number of systematic uncertainties
and avoided confirmation bias by carrying out a blind anal-
ysis. The upper limit of our total systematic error budget
is 5.4% (68% confidence) and is dominated by uncertainties
stemming from the modelling of haloes as NFW profiles.

We used N -body simulations to calibrate our mass mod-
elling method. The sources of systematic errors in this ap-
proach are the uncertainty in this calibration, the mass–
concentration relation, and the miscentering distribution.

MNRAS 000, 1–41 (2018)

SZ
 s
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na

l

Weak-lensing inferred mass

Use known Mwl—Mhalo relation 
to calibrate SZ—mass relation
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IV. SPTcl Cosmological constraints
LCDM constraints (w/ massive neutrinos) Bocquet+19
• Wide flat priors on SZ scaling relation 

parameters fully encompass posterior


• Cluster constraint statistically limited by mass 
calibration: need more (weak lensing) data! 
(currently 32 clusters)


• 1.5 σ agreement with Planck15 TT+lowTEB

6
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Figure 4. Distribution of clusters as a function of redshift (left panels) and detection significance ⇠ (right panels). The top

panels show the SPT-SZ data and the recovered model predictions for ⌫⇤CDM. The bottom panels show the residuals of the

data with respect to the model prediction. The di↵erent lines and shadings correspond to the mean recovered model and the

1� and 2� allowed ranges. The dotted lines show the Poisson error on the mean model prediction. There are no clear outliers

and we conclude that the model provides an adequate fit to the data.

Figure 5. Constraints on ⌦m and �8 from this analysis an

from a previous analysis that used the same cluster sample

(dH16). The consistency (0.2�) indicates that our internal

mass calibration using WL data agrees with the external X-

ray mass calibration priors adopted in dH16.

There is good agreement among all probes as the 68%
contours all overlap. In particular, the cluster-based

constraints yield very similar ⌦m, but WtG favor a
somewhat higher �8. Interestingly, the degeneracy axis
of WtG is slightly tilted with respect to SPTcl, which
we attribute to the di↵erent redshift and mass ranges
spanned by the two samples.
We pay particular attention to a comparison with

Planck (TT+lowTEB). Our constraint on �8(⌦m/0.3)0.2 =
0.766 ± 0.025 is lower than the one from Planck
(�8(⌦m/0.3)0.2 = 0.814+0.041

�0.020); the agreement between
the two measurements is p = 0.28 (1.1�). In the two-
dimensional ⌦m-�8 space, the agreement is p = 0.13
(1.5�).
We note that the latest analysis of the cluster sample

selected by the Planck satellite is qualitatively in agree-
ment with our constraint, as shown in Fig. 32 in Planck
Collaboration et al. (2018a). Notably, the 95% contour
of their result, calibrated using CMB lensing, encom-
passes the Planck primary CMB result in the ⌦m-�8

plane.

4.1.4. Impact of X-ray Follow-up Data

We compare our baseline results from SPTcl (SPT-
SZ+WL+YX) with the ones obtained from the SPT-
SZ+WL data combination, in which no X-ray follow-up
data are included. In this case, we apply an informa-



How to improve? 
— Larger cluster sample 

— More weak-lensing data with small systematic uncertainties
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Recent progress
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SPTpol Extended Cluster Survey 15
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Figure 5. (Left) The mass and redshift distribution of the SPT-ECS cluster sample detected at ⇠ � 4. The median redshift
of the sample is z = 0.49 and the median mass is M500c ⇠ 4.4⇥ 1014M�h

�1. Overplotted are cluster samples from other SZ
surveys including the 100d SPTpol survey (green triangles; Huang et al. 2019), the 2500d SPT-SZ Survey (black circles; Bleem
et al. 2015b, with redshifts updated as in Bocquet et al. 2019); the PSZ2 cluster sample from Planck Collaboration et al. (2016a)
(blue squares), and the cluster samples from the ACT collaboration (orange diamonds; Hasselfield et al. 2013; Hilton et al.
2018). Clusters found in both SPT and other samples are plotted at the SPT mass and redshift and, for clusters in common
between other samples, at the mass and redshift at which the cluster was first reported. (Right) A redshift histogram of the
three reported SPT cluster surveys. The number of clusters in each survey—with each cluster only reported once (so that e.g.,
clusters in both SPTpol 100d and SPT-SZ are only counted once)—are listed to the right of each survey name. The contribution
from the SPTpol 100d survey is plotted on top in green right-diagonal hatch, the contribution from the SPT-ECS survey is
plotted in red left-diagonal hatch, and the contribution to the total from the SPT-SZ survey is plotted in black right-diagonal
hatch. Combined with these other two samples, the SPT-ECS sample brings the number of SZ-detected clusters reported by
the SPT collaboration to over 1,000.

the SPT-ECS region. Using the confirmation criteria
presented in Section 4, we confirm 244 of 266 candidates
at ⇠ � 5. We also leverage the DES and other imaging
data to confirm an additional 204 clusters at 4 < ⇠ < 5
but note that while the DES imaging is su�cient for
cluster confirmation out to z ⇠ 0.8 � 1.0 in the SPT-
ECS-DES overlap region, our follow-up of this lower-
significance sample is otherwise highly incomplete.
While the confirmation process is still ongoing, we can

compare these numbers to our expected numbers of false
detections as estimated in Section 3.4. As discussed in
B15, expectations from simulations were found to be in
good agreement with observations of the more uniformly
and deeply imaged SPT-SZ sample. At ⇠ � 5 where our
optical follow-up imaging is su�cient to confirm clusters
to at least z ⇠ 0.85, we find 22 unconfirmed candidates
compared to the expected 21± 4. This places an empir-
ical lower limit on the purity of 91% for the ⇠ > 5 SZ
candidate sample which, when compared to the simu-
lation prediction, suggests that there are relatively few
clusters that remain to be confirmed. For the ⇠ � 4.5
SZ candidate sample, where the follow-up is generally

more heterogeneous/incomplete, we find 180 currently
unconfirmed candidates compared to 174±13 expected,
resulting in a lower limit to the purity of 64%.
The confirmed cluster candidates have a median

redshift of z = 0.49 and median mass (calculated
as described below in Section 5.1.1) of M500c ⇠
4.4⇥ 1014M�h

�1. Twenty-one of the systems are at
z > 1, bringing the total number of z > 1 systems from
SPT-SZ, SPTpol 100d (Huang et al. 2019), and SPT-
ECS to over 75 out of > 1, 000 confirmed systems. The
mass and redshift distribution of the cluster sample as
compared to other SZ-selected samples, as well as a his-
togram of the redshift distribution of the SPT samples,
are shown in Figure 5. We note that, given the lack of
deep NIR data redder than z�band, the RM algorithm
can systematically underestimate redshifts at z > 0.9
which may be the source of the small gap in the cluster
redshift distribution at z ⇠ 1.1.
In Figure 6, we present an estimate of the survey

completeness as a function of mass and redshift for
our main sample at ⇠ > 5 using the ⇠�mass rela-
tion (see below in Section 5.2). The survey is on av-

Weak Lensing Study of 30 Distant SPT Clusters 17

Figure 7. The redshift evolution of the unbiased SPT detection significance ’ at the pivot mass 3 ◊ 1014M§/h100. The bands and error
bars show the 68% credible interval for the overall relation and the redshift-binned analysis, respectively. Our main analysis is shown in
blue, while a corresponding analysis using the WL data employed by B19 is shown in orange. The data points are placed at the mean
cluster redshift within each bin. The low-redshift data points are slightly shifted in redshift for better readability. The redshift evolution
within each bin is set by CSZ = 1.78. The hatched regions correspond to the scaling relations derived from the SPT-SZ cluster counts
for a Planck ‹�CDM cosmology and the WL-informed SPT cluster cosmology analysis by B19, respectively.

the fiducial ln ASZ are consistent with 0 di�erence is larger
than p = 0.6 (agreement within 0.5‡)15.

In Fig. 7, the data points with error bars show the re-
sults from the binned approach we just described. We apply
this binned analysis to three WL data combinations: ground-
based Magellan/Megacam-19 data (green), the predecessor
data-set HST-13 + Megacam-19 (orange), and the full data-
set presented in this work (blue). As discussed, we find no
evidence that our simple description of the redshift evolution
of the SPT observable–mass relation with a single parameter
CSZ is in disagreement with the data (compare the blue data
points with the blue band in Fig. 7). Note that the slightly
larger value of ln ASZ in the highest-redshift bin would im-
ply that a halo with a given SPT SZ signal would be less
massive than implied by the fiducial scaling relation. How-
ever, the highest-redshift data points above redshift ≥ 0.9
are still only weakly constrained and this test thus remains
inconclusive.

15 We use the code available at https://github.com/
SebastianBocquet/PosteriorAgreement.

6 SUMMARY, DISCUSSION, AND
CONCLUSIONS

In this work we presented weak lensing (WL) measurements
for a total sample of 30 distant SPT-SZ clusters based
on high-resolution galaxy shape measurements from HST.
This includes new observations for 16 clusters using single-
pointing ACS F606W images and one cluster with ACS mo-
saics, as well as a reanalysis of 13 clusters with ACS mosaics.
In order to remove cluster galaxies and preferentially select
background sources we complemented the single-pointing
ACS observations with new Gemini-South GMOS i-band
imaging (ACS+GMOS sample). For six of the 13 previously
studied clusters with ACS mosaics (updated ACS+FORS2
sample) we included new FORS2 I-band imaging for the
source selection, allowing us to significantly boost the WL
source density compared to earlier work. This is not only
due to the longer integration times, but also benefited from
the excellent image quality of these observations. Studying
the source density profiles we confirmed the success of the
employed colour selection scheme to remove contaminating
cluster galaxies from the source sample. For all targets we
employed new calibrations for the source redshift distribu-
tion (Raihan et al. 2020) and shear recovery (Hernández-

c• 0000 RAS, MNRAS 000, 000–000

High-redshift cluster weak-lensing using Hubble Space Telescope

High-z dataset now comprises 30 HST clusters 
(Schrabback,Bocquet+21)

Analysis of 9 additional z>1.1 cluster ongoing (Zohren+ in prep.)

New cluster catalogs:

• Deep 100 square-degree SPTpol-100d survey (Huang+20)

• Wide 2700 square-degree SPTpol-ECS survey 

(Bleem,Bocquet+20)

~1000 clusters above detection SNR 4.5

Redshifts/optical confirmation mainly from Dark Energy Survey



The Dark Energy Survey

• CTIO Blanco Telescope


• 5000 square degrees in grizy


• Survey is complete — analysis of Y3 data ongoing


• Strategically overlaps the SPT survey

9
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SPT and DES surveys

Dark Energy Survey Year 3: griz, 4143 deg2, > 300e6 objects


SPT-SZ + SPTpol-ECS + SPTpol-500d: 5200 deg2 
(deeper pol-100d and pol-500d are within SPT-SZ)

10

SPTpol Extended Cluster Survey 5
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Figure 1. Footprint of the SPTpol Extended Cluster Survey (dark blue) as compared to the SPT-SZ (orange) and SPTpol
500d survey (light blue). Optical-near infrared imaging from the Dark Energy Survey (green-dashed region) covers ⇠ 58% of
the survey footprint and is used to confirm a significant number of survey clusters presented in this work. The survey outlines
are overlaid on the IRAS 100 µm dust map (Schlegel et al. 1998) with the orthographic projection chosen such that the South
Celestial Pole is at the top of the globe. Beyond DES, SPT-ECS also has significant overlap with the southern field of the
Kilo-Degree Survey, the Herschel–ATLAS survey, and the 2dFLenS spectroscopic survey.

The survey is composed of ten separate ⇠ 250 � 270
deg2 “fields”, each imaged to noise levels of ⇠ 30 � 40
µK-arcmin at 150 GHz; see Table 1. The fields were ob-
served by scanning the telescope at fixed elevation back
and forth in azimuth at ⇠ 0.55 degrees/sec, stepping 10
arcmin in elevation, and then scanning in azimuth again.
This process is repeated until the full field is covered in
a complete “observation”. Each field was observed > 80
times and twenty di↵erent dithered elevation starting
points were used to provide uniform coverage in the fi-
nal coadded maps.

2.2. Data Processing

The data processing and map-making procedures in
this work follow closely those in previous SPT-SZ and
SPTpol publications (see e.g., Scha↵er et al. 2011; Bleem
et al. 2015b; Crites et al. 2015; Henning et al. 2018).
First, for each observation, the time-ordered bolometer
data (TOD) is corrected for electrical cross talk between
detectors and a small amount of bandwidth (⇠ 1.4 Hz
and harmonics) is notch filtered to remove spurious sig-
nals from the pulse tube coolers that cool the optics and
receiver cryostats. Next, using the cut criteria detailed
in Crites et al. (2015), detectors with poor noise per-
formance, poor responsivity to optical sources, and/or

anomalous jumps in TOD, are removed. As this work
is focused on temperature-based science we relax the
requirement that both bolometers in a pixel polariza-
tion pair be active for an observation. Relative gains
across the array are then normalized using a combina-
tion of regular observations of both an internal calibrator
source and the galactic HII region RCW38. For the first
field observed in the survey—ra23hdec�351—the in-
ternal calibrator was inadvertently disabled during sum-
mer maintenance for ⇠ 50% of the observations and so
these data were relatively calibrated only with RCW38
observations.
The TOD is then processed on a per-azimuth scan

basis by fitting and subtracting a seventh-order Legen-
dre polynomial, applying an isotropic common mode fil-
ter that removes the mean of all detectors in a given
frequency, high-passing the data at angular multipole
` = 300 and low-passing the data at ` = 20, 000.
Sources detected in preliminary map making runs at
� 5� (⇠ 9 � 15 mJy depending on field depth) at 150
GHz as well as bright radio sources detected in the
Australia Telescope 20-GHz Survey (AT20G; Murphy

1 SPT fields are named for their central coordinates.

Bleem+20
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SPT-SZ + SPTpol + DES Year 3 weak-lensing
Bocquet et al. in prep.

• O(1000) SPT selected clusters


• Optical confirmation (Lindsey Bleem, Matthias 
Klein)


• DES weak-lensing mass calibration up to z~0.85


• Code validation using mocks


• Blind analysis

11
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Cluster member contamination
a.k.a. boost factors (cluster members in lensing source sample)

• P(z) decomposition (e.g., Gruen+14, 
Varga+19) applied to non-stacked 
weak-lensing data


• Application to DES Year 1 data (see 
Figure; Paulus+ to be submitted)


• Following same approach for 
DES Year 3

12

10 Paulus et al.

Figure 7. The plot shows the different normalisation parameters of the clus-
ter contamination versus cluster redshift for SPT (orange), MARD-Y3 (ma-
genta) and SPT + MARD-Y3 (blue). We compare the best fit normalisation
parameters resulting from the binned method, Ai(zcl), indicated by the stars,
to the resulting normalisation parameters for each cluster, A(zcl), from the
multi-Gaussian method. We find them to be in good agreement. The redshift
variation shows a rather complex behaviour, and the MARD-Y3 and SPT
samples are reasonably consistent.

Figure 8. An example field-subtracted redshift distribution stacked in 0.2 <
zcl < 0.25 in blue along with the best fit model in orange, stacked in the
same cluster redshift range. The average cluster contamination for all the
clusters in this particular redshift bin can be extracted by simply integrat-
ing over the excess associated with the cluster contamination, which corre-
sponds to the ±3� region around the cluster member contamination peak.
The plot shown here is for the SPT + MARD-Y3 cluster sample.

contamination is a good description of the data, and it confirms the693

complex variation of the cluster contamination with redshift.694

In Figure 10 we show a similar plot but this time the data are695

binned by richness instead of redshift. In this case the model pre-696

dicted fcl values of each cluster have been averaged over the chosen697

richness bins. The agreement between the model and the data in dif-698

ferent richness bins indicates that the best fit power-law variation699

Figure 9. The best-fit model for the cluster contamination fcl is plotted
(solid line with 1� shaded regions) as a function of radius within four differ-
ent colour-coded redshift ranges over all richnesses. Points with error bars
and similar colours represent the cluster contamination extracted from the
field subtracted redshift distributions stacked for all clusters within the same
redshift ranges (see discussion in Section 4.1). The results shown are for
the SPT + MARD-Y3 cluster sample. The measurements from the stacked
clusters show similar radial and redshift behaviour as the models.

Figure 10. The best fit model for the cluster contamination fcl is plotted
(solid line with 1� shaded regions) as a function of radius within four differ-
ent colour-coded richness ranges. Points with error bars and similar colours
represent the cluster contamination extracted from the field subtracted red-
shift distributions stacked for all clusters within the same richness ranges
(see discussion in Section 4.1). The results shown are for the SPT + MARD-
Y3 cluster sample. The measurements from the stacked clusters show simi-
lar radial and richness behaviour as the models.

of the cluster contamination with richness reproduces the behaviour700

of the cluster stacks. A modest increase in contamination fraction701

with richness is identifiable, suggesting that the cluster contamina-702

tion correction is not heavily dependent on richness.703

4.2 Testing redshift independence of µ, �, B and c704

In principle the parameters of the Gaussian distribution of cluster705

contamination (µ and �) and the richness trend parameter B and706

the concentration c of the radial distribution need not be constant707

with redshift. However, we gain constraining power on these pa-708

rameters by adopting a common, fixed value for each parameter at709

all redshifts. Here, using results from a redshift binned analysis, we710

explore whether the data are in tension with this approach. Namely,711

c� 2020 RAS, MNRAS 000, 1–14

p r e l i m i n a r y
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Miscentering
Offset between true halo center and observational center

13

• Joint SZ & optical miscentering model


• Fits the data


• Reproduces SZ miscentering in Magneticum 
hydrodynamical simulation


• See also Saro+15, Gupta+16, Zhang+19

p r e l i m i n a r y

p r e l i m i n a r y
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DES Y3 Weak-lensing shear and photo-z
Systematic uncertainty in inv(Sigma_crit)


Significant improvement over DES Year 1


Shout-out to the DES weak-lensing folks!

14

p r e l i m i n a r y

p r e l i m i n a r y
SPT SNR > 4.5 clusters


0.5 Mpc/h < r < 3.2 / (1+z) Mpc/h


Shear SNR ~ 80
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Full weak-lensing model
Following Grandis,Bocquet+21

• Mass modeling (halo profiles, miscentering, 
uncorrelated LSS)


• Shear modeling (shear and photo-z calibration, 
cluster member contamination)


• Impact of baryonic effects on halo profiles by 
comparing Magneticum and Illustris TNG 
hydrodynamical simulations: 2% difference in mass


‣ Total systematic weak-lensing uncertainty: 3 — 6 % 
as function of cluster z

15

Halo projection in Magneticum
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Outlook

• Not yet saturating systematic floor


• Weak-lensing mass calibration beyond z ~ 0.9 remains 
poorly constrained (but HST lensing up to z ~ 1.7)


• Looking forward to high-SNR CMB lensing!

16Image credit: SPT 2018 winter-overs Adam & Joshua


