
WBS 1.08 DAQ Conceptual Design Review - June 14, 2021

WBS 1.08.03 L3 
Observatory DAQ: 

Interface to Data Management 
L3 co-Lead - Alexandra Rahlin

CQ2



WBS 1.08 DAQ Conceptual Design Review - June 14, 2021

Name: Alexandra (Sasha) Rahlin

Role: L3 1.08.03 Observatory DAQ co-lead (w/ Abby Crites)

Institution: University of Chicago / Fermilab

Discipline: Cosmology instrumentation

Previous experience: 
● Integrated much of the in-flight control and computing software/hardware 

for the SPIDER balloon-borne instrument (PhD thesis project, 8 years)
● Data analysis / software development lead for SPT-3G (4 years)
● SPT Winterover Technician for 2021 winter season, working on 

streamlining realtime data analysis and data transfer systems, which 
inform much of the site computing and data movement work for CMB-S4
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Presenter Background
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Collate DAQ data into 
packaged data products

Coordinate with Data 
Management for 
registration, storage and 
transfer

Overview
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Data Management / Site Hardware (1.09.07) co-leads Tom Crawford and Sasha Rahlin

● On-site data storage

Data Management / Data Movement (1.09.02)

● Data registration and transfer off-site

Abby Crites (co-lead this L3)

● Telescope + Bolometer readout

Chris Weaver (Michigan State U.)

● Software engineering
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Key Contributors
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Description of L4 WBSs
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Data Description: Include all data and 
metadata necessary for analysis of the survey 
data

Data Rate: Expect 83 Mbps / SAT, 1.7Gbps / 
SAT, processed in real time

Data Loss: <0.001%, data integrity checks 
integrated with IO in software

Data Format: Interface with Data Management 
to define data format for packaged survey data 
products
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Key Driving Requirements
CQ1
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Interface with Data Management / Data Movement (1.09.02) to define an 
appropriate file format for packaged data products, and integration with 
registration and data transfer system they provide

Interface with Data Management / Site Hardware (1.09.07) for storing packaged 
data products on-site

Interface with other Observatory DAQ (1.08.03) components for collecting and 
processing raw data into the appropriate data format

Interface with Lab Support (1.08.05), and Integration, Deployment (1.08.06) for 
prototyping and deployment
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Interfaces
CQ2
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Technical Design: High-Rate DAQ

Key features:
● Handoff to readout electronics is an IP stream on 

a private network
● 100% COTS hardware: development plan is 

software-only
● Goal is common hardware at South Pole and 

Chilean sites
● Archival-ready (compressed and aggregated) 

files to DM system, also over IP

Detector Readout Board

Detector Readout Board

Detector Readout Board

Receiver Switch L1 Data Aggregator 
Computer

L1 Data Aggregator 
Computer

L2 Data Aggregator 
Computer

Data Management

“Slow” Data 
from OCS 
(telescope 

pointing etc.)
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● Use frame structure from 
spt3g_software (heritage: 
designed for SPT-3G, 
conceptually similar to IceCube 
IceTray)

● Raw data streamed in 
“Timepoint” frames containing 
one sample per bolometer

● Prefaced with relevant 
housekeeping data (channel 
wiring map, nominal calibration 
parameters, etc)

● Temporarily written to buffer disk 
space prior to packaging
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Technical Design: Raw Data
Example from SPT-3G (fmux)
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● Collect Timepoint frames in to “Scan” 
frames in realtime, integrated with relevant 
telescope housekeeping data (pointing, 
readout, calibration, etc)

● Timestreams compressed using FLAC 
lossless algorithm (expect 4x 
compression)

● Split frames at scan edges (e.g. 
turnarounds)

● Record observation parameters in header 
frame once the observation is complete

● Requires O(1) processor and 2-4 GB of 
RAM per 10K channels.

Technical Design: Compression
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Technical Design: Computing Resources
● Computing resources for packaging and compression provided by DAQ

○ Two machines for redundancy in event of hardware failure
○ 24 cores, 100 GB RAM, 50 TB scratch disk space

● Transfer final data products to storage disks on site provided by DM Site 
Hardware (1.09.07)
○ 420 TB storage server in Chile for up to 1 month of data
○ 4 PB storage server at South Pole for 1 year of data

● Register data products with data movement database (1.09.02) using a 
provided API
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Exercise the acquisition/compression algorithms in laboratory testing, and at scale 
(e.g. with synthesized data)

Interface with Data Management team to integrate with their data registration 
system as part of the pre-commissioning “Data Challenge” process

Data compression and storage to be ready for pre-deployment, alongside South 
Pole prototype computing hardware, final tests will happen during DC4 (one year 
prior to deployment)

DAQ streaming and compression algorithms already in use by SPT-3G
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Prototyping Plans
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Team has extensive experience with data acquisition systems for CMB data, particularly with 
the spt3g_software package to be used.

Strong engagement with Data Management L3 (1.09) and with Lab Support (1.08.05) and 
Integration (1.08.06) L3’s necessary to create a robust interface for providing final data 
products to the rest of the S4 collaboration.

The data processing software is mature and currently in use by SPT-3G, requires 
straightforward effort to integrate with the CMB-S4 DAQ system and data products.

Next steps:

● Define the format to be used for packaged data (frame contents, etc)
● Prototype data packaging framework in the lab
● Test packaging framework at scale, with synthesized data if necessary
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Conclusions


